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A theory of weak interactions is formulated in terms of unsubtracted dispersion relations and is applied to 
the calculation of the w-yt, decay amplitude. First, derivation of the Goldberger-Treiman relation is re­
examined and the relationship between two different approaches, one by Goldberger and Treiman and the 
other by Gell-Mann and others, is studied based on Ida's formulation of this problem. Then, it is shown that 
a consistent use of unsubtracted dispersion relations for weak interactions leads us to an eigenvalue restric­
tion to be imposed on the choice of the parameters in strong interactions. 

I. INTRODUCTION 

RECENTLY, a dynamical approach to weak 
interactions was proposed by McCliment and 

Nishijima1 and was applied to derivation of the selection 
rule | AI | = \ in nonleptonic decays of strange particles. 
In the present paper the Goldberger-Treiman relation 
in 7T--ju decay is derived along the line of approach 
employed in Ref. 1. First we shall recapitulate the basic 
ideas underlying this approach and then point out some 
puzzling points in the derivation of the Goldberger-
Treiman relation. 

In field theory, a distinction is usually made between 
elementary and composite particles although rigorous 
definitions of them are not yet known, and a similar 
distinction is made between fundamental and induced 
interactions. In Lagrangian theory both elementary 
fields and fundamental interactions are defined as those 
objects occurring in the original Lagrangian, and 
those others not occurring in it are called composite 
fields and induced interactions, respectively. 

In dispersion theory, fundamental and induced 
interactions are characterized by the presence or the 
absence of subtractions in the dispersion relations for 
the corresponding vertex functions, and a composite 
particle is likewise characterized by all the vertices 
involving it—except for the universal electromagnetic 
interactions—being induced ones. 

In quantum electrodyanmics, for instance, the Dirac-
type interactions are considered to be fundamental, 
whereas the Pauli-type interactions are treated as 
induced ones, so that once-subtracted dispersion rela­
tions are used for the former or the charge form factors 
and unsubtracted dispersion relations are assumed for 
the latter or the magnetic form factors. These conditions 
represent the consequences of the so-called principle 
of minimal electromagnetic interactions. 

In the next step these classifications of particles and of 
interactions are combined with the requirement of re-
normalizability, i.e., it is postulated that the Lagrangian 
describing strong interactions is renormalizable in the 

* This work was supported in part by the U. S. National Science 
Foundation. 

1 E. R. McCliment and K. Nishijima, Phys. Rev. 128, 1970 
(1962). 

conventional sense. If we take this for granted, the 
deuteron is not an elementary particle since the 
interactions of a particle with unit spin are not renormal­
izable. This also leads to an interesting conclusion that 
all the weak interactions are induced ones since, as far 
as we know, the properties of weak interactions cannot 
be described in terms of renormalizable fundamental 
interactions. From the outset of classifications of 
particles and of interactions some similarities are 
expected to exist between composite particles and 
induced interactions, and this anticipation is just the 
motivation of the present work. In what follows we shall 
list the characteristic features of the present dynamical 
approach. 

(1) The deuteron has unit spin, but it can be accom­
modated in the renormalizable theory of strong interac­
tions provided that its interactions with other fields are 
induced ones, since only fundamental unrenormalizable 
interactions are supposed to give rise to unmanageable 
divergences. The same remark applies to weak interac­
tions, and even when they could not be represented by 
fundamental renormalizable interactions they would 
not give us divergence difficulties provided all weak 
interactions are induced ones. 

(2) Since the deuteron is a bound state it can exist 
only when certain eigenvalue restrictions are satisfied, 
this must also be the case for weak interactions. The 
Lagrangian representing strong interactions possesses 
various symmetry properties, e.g., space-reflection 
invariance, charge-conjugation invariance, and con­
servation of strangeness, and there are no terms in the 
original Lagrangian that correspond to induced weak 
interactions and violate those symmetries. Under 
normal conditions weak interactions would not be 
induced and the only possibility for induced weak 
interactions would be a self-consistent bootstrap 
mechanism. The self-consistency conditions are expres­
sed in the form of eigenvalue equations to determine 
fundamental parameters in strong interactions. 

(3) The deuteron exists only in the 3Si+3I>i state 
but not in other states since the eigenvalue restriction 
is satisfied only in this state. A similar situation is 
expected to persist for weak interactions. They can be 
induced only in those states in which eigenvalue restric-
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tions are satisfied and this property may be expressed 
in the form of selection rules in weak interactions. 

In Ref. 1 these points have been investigated in 
detail for nonleptonic decays of hyperons. It was 
concluded that the well-known selection rule | AI | = | 
is a consequence of charge independence of strong 
interactions, and it was also shown that the interactions 
obeying this selection rule can be induced in a self-
consistent manner only when fundamental parameters 
in strong interactions are properly chosen, i.e., 

G S A . 2 /4TT«7, G2**/4***l. (1.1) 

The results above illustrate the essence of the present 
approach. 

Now our subject will be switched to leptonic decays 
of nonstrangle particles. The simplest process of this 
kind is TP— JU decay, and, in fact, investigation of this 
process done by Goldberger and Treiman2'3 was the 
first step toward understanding of weak interactions in 
terms of dispersion relations. They derived a relation, 
called after their names, connecting the IT—ju decay 
constant with the Fermi coupling constant. The excel­
lent agreement of this formula with experiment stim­
ulated many other investigations regarding its deriva­
tion. In their original derivation Goldberger and 
Treiman assumed an unsubtracted dispersion relation 
for the decay amplitude of the charged pion, whereas 
Gell-Mann and others4'5 assumed an unsubtracted 
dispersion relation for the pseudoscalar amplitude in 
nuclear capture of the /* meson and obtained the 
same result. These two assumptions are not necessarily 
equivalent however, and one of the main objects of 
this paper is to clarify the reason these two inequiva-
lent assumptions lead to the same goal. 

In Sec. II dispersion relations obeyed by weak 
pseudoscalar amplitudes are written down, and in 
Sec. I l l the dispersion relation for the w—fx decay 
amplitude is given and the Goldberger-Treiman relation 
is derived in the multichannel case. It has already been 
pointed out by Barrett and Barton6 and by Ida7 that 
the solution of this problem obtained by Goldberger 
and Treiman in the nucleon-antinucleon pair approxi­
mation does not satisfy the originally assumed unsub­
tracted dispersion relation when the wave-function 
renormalization constant of the pion field is divergent. 
In order to overcome this difficulty, this problem is 
formulated in the multichannel case in Sec. IV, and an 
approximate solution is sought in Sec. V. Then, in 
Sec. VI the approximate solution is inserted into Ida's 
formula and an eigenvalue restriction is obtained as 

2M. L. Goldberger and S. B. Treiman, Phys. Rev. 110, 1178 
(1958). 

3M. L. Goldberger and S. B. Treiman, Phys. Rev. I l l , 354 
(1958). 

4M. Gell-Mann, Phys. Rev. 125, 1067 (1962). See also other 
papers quoted there. 

6 Y. Nambu, Phys. Rev. Letters 4, 380 (1960). 
6 B. Barrett and G. Barton, Nuovo Cimento 29, 703 (1963). 
7 M. Ida, Phys. Rev. 132, 401 (1963). 

we originally expected. It is worthwhile to notice, 
however, that a consistent use of unsubtracted disper­
sion relations does not necessarily give eigenvalue 
restrictions, but the possibility of obtaining eigenvalue 
restrictions depends critically on the type of coupling. 
A discussion of this point is made in Sec. VII. 

II. DISPERSION RELATIONS FOR 
PSEUDOSCALAR AMPLITUDES 

The interaction Hamiltonian density for ft decay or 
fx capture is usually given by 

+ (Cv#ny\$p—CA$ny\yrfp)$wy\(l+yi)fa > (2.1) 

where \pi stands for the lepton field. In this paper only 
the axial-vector part will be investigated, and that part 
of the Hamiltonian density will be denoted by 

HA=-Ax^yx(l+y^h-A^iiyx(l+y^\ (2.2) 

If A\ should be expressed in terms of field operators, we 
should write down an expression like (2.1), but it is not 
necessary and might eventually be impossible to do so. 
Instead of doing so we shall determine the matrix 
elements of A\ from other general requirements: (1) 
A\(x) is a local axial-vector field, and (2) all the matrix 
elements of ^x(0) between the vacuum and other 
states regarded as functions of the total barycentric 
energy squared s satisfy unsubtracted dispersion 
relations. 

Rigorously speaking the second condition is not valid 
for many-particle states, but practically it is valid 
since only two-particle states are considered in this 
paper. This incompleteness is a reflection of the fact 
that dispersion theory as it stands is not yet a closed 
theory. For a rigorous formulation of the second 
condition, reference should be made to parametric 
dispersion relations for Green's functions, but for an 
approximate treatment of the problem ordinary disper­
sion relations are more practical. 

When the two conditions above are satisfied, (2.2) 
represents an effective Hamiltonian for the induced 
interaction rather than the actual Hamiltonian for a 
fundamental interaction. 

The normal decay rate of the charged pion is deter­
mined by the matrix element 

^- |^ x(0) |0)=——-HfrF, (2.3) 
(2g0)

1/2 

where q is the four-momentum of the w~ meson. The 
decay rate for the process 

TT-^H+V (2.4) 
is given by 

1 / # v Y (mMF)2 

- = M , 1 ) . (2.5) 
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Ida7 suggested the use of d\A\ as the fundamental 
object in the present problem and we shall follow his 
suggestion by denning 
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where use has been made of the relations 

1 
Tnptr-=u(ri)iGtfy&(p} 

* = M x . (2.6) 

Its matrix element for pion decay is given by 

< „ - | # ( 0 ) | 0 > = — — - 2 2 F = - — ^ V (2.7) 

(2ffo) 1/2 ' 

(2<Zo) 1/2 (2«o) 1/2 

where /x denotes the pion rest mass hereafter. 
Next, a nucleon form factor associated with this 

pseudoscalar field is defined by 

(np, (-)|*(0)\0)=u(n)iybv(p)fnp-(s), (2.8) 

where s= — (n+p)2 is the total barycentric energy 
squared of the np system, and u(n) and v(p) are the 
Dirac spinors for the neutron and the antiproton in 
the final state. In fixing the phase of the state | np(-)) we 
use the convention 

I aft (-))=^WouV(p)out |0). 

This form factor is normalized at 5=0 by 

U(P) = 2MgA, (2.9) 

where M denotes the nucleon rest mass, and gA is the 
renormalized axial-vector coupling constant in (5 decay 
and ju capture, and is related to CA in (2.1) by 

<*|*(0) |0>=—— {-^F. 
(2<?o)1/2 

Thus, the contribution of the one-pion intermediate 
state to the absorptive part of fn§(s) is given by 

Imfnp(s)=TrJ2GFfx2d(s-fx2). (2.14) 

Therefore, the dispersion relation for fnp(s) is given by 

-JlGFix2 1 /•« Tmfn9{/) 
/.*(*) = '—+- I ds' ' ' / . (2.15) 

/x2—s ir J (3/t)2 s'—s—ie 

In order to take account of the boundary condition 
(2.9), the above dispersion relation will be written in 
the form of a once-subtracted dispersion relation. 

^JlGFs s r00 Im/njfcO 
U(s) = 2MgA+ + - ds'-— - . (2.16) 

u2—s 7r7(3u)2 s'(s—s—ie) 

The above dispersion relation for the np channel can 
be generalized to an arbitrary channel a. 

GaFs s TmfaW 

gA=—CA- (2.10) 

The absorptive part of the form factor obeys the 
unitarity condition 

Abs<a,(-)|S(0)|0> 

= — — - £ TjHP«-Pt)(P, (-)|#(0)|0>, (2.11) 
2 p 

where T is related to the S matrix by 

Safi = tafi-i(2ir)W(Pa-Pfi)Tafi. ( 2 . 1 2 ) 

Since $ is a pseudoscalar, the least massive intermediate 
state in (2.11) is the one-pion state. Choosing a=np, 
and jS=7r~", the contribution of the one-pion inter­
mediate state to the absorptive part of (a, (-) |$(0) |0) 
is evaluated: 

/ .W = /«(0)+ + - / • ds'—- - , (2.17) 
ix2—s 7T./(3M)2 s(s—s—ie) 

where fa(s) denotes the form factor of <£ in the channel 
a, e.g., 

(a, (-)|*(0)|0> = £^(*>, Ta,„- = caGa, 

where ca is an invariant in the channel a, and Ga is the 
coupling constant between the ir~ meson and the 
channel a, e.g., 

cnp=u(n)iybv(p), Gnp=yJ2G. 

The dispersion relation (2.16) is reminiscent of 
that for • cp, i.e., the form factor hn$(s) defined by 

{np, (-) | • <p\0)==u(n)iy5v(p)hnp(s) (2.18) 

satisfies a dispersion relation 

y&Gs s /-00 ImhnpW) 
.*„*(*) = + - • / ds' . (2. 

fx2—s 7T7(3M)2 sf (s'—s—ie) 
19) 

By generalizing this dispersion relation to an arbitrary 
channel a we may write 

Abs(a, (-)|*(0)|0> 

(2,r)4 r d?q 1 

2 J (2ir)*2q0 

G«s s ra Imha(s') 

/

cPq 1 

(2ir)3 2qa 

x(-r*)F»(n+p-q), (2-13) 

*.(*) = + - / ds' 

Let us consider the combination 

La(s) = fa(s)+Fha(s), 

s—ie) 
(2.20) 

(2.21) 
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then the new functions La(s) satisfy dispersion relations 
of the form 

s r00 ImLa(s') 
La(s) = fa(0)+- ds'-— - . (2.22) 

7r J (ZtJi)2 s {s —s—ie) 

It is worthwhile to mention that the pole term corre­
sponding to the one-pion intermediate state is absent 
in the above dispersion relation. It is also the case for 
the form factor associated with the pion current 
jir=(n—i/)<p. The pion vertex functions Ka(s) are 
denned by 

<«,(-) \M0)\0)=c*Ka(s). (2.23) 

Then it is clear that Ka(s) is related to ha(s) by 

Ka(s) = t(s-tf/slha(s). (2.24) 

The form factors La(s) are the matrix elements of the 
operator 

3>+FD <p=dx(Ai+Fdx<p), (2.25) 

and can be expressed by 

La(s) = fa(s)+F\:s/(s-^)2Ka(s). (2.26) 

Owing to the absence of the pion-pole term in dispersion 
relations, it is simpler to study La(s) than fa(s), so that 
we shall regard the form factors La(s) as more basic 
than the original fa(s). 

Subtractions 

In determining the form factors La(s) it is essentially 
important to fix the number of subtractions needed in 
each dispersion relation. For this purpose we shall 
utilize the similarity between the form factors La and 
Ka and the following postulate: 

Postulate / . Form factors corresponding to renormal-
izable vertices satisfy once-subtracted dispersion rela­
tions, and all others satisfy unsubtracted dispersion 
relations. 

The argument leading to this postulate has been given 
in Ref. 1 so that we shall not repeat it, but we shall 
mention that the subtractions in dispersion relations 
correspond exactly to those needed in the vertex 
renormalization. Postulate I can immediately be applied 
to form factors Ka and then to La by making use of the 
similarity between them. 

First, the unitarity conditions for Ka and La will be 
written down to visualize their similarity. 

(2TT)4 

ca TmKa(s)= E ' TjV(Pa-Pfi)c»Kfi{s), (2.27) 
2 fi 

ca ImLa(s) = Z ' TafWPa-PdcMs), (2.28) 
2 fi 

where the primes on the summation symbols mean 
omission of the one-pion intermediate state in the 
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summation. Therefore, they satisfy unitarity conditions 
of the same form. 

From postulate I we_ know that subtractions are 
needed for Ka for a = BB (baryon-antibaryon pair), 
3ir, and KKir. Thus the dispersion relations for Ka are 
given by 

s-M2 f lmKa(s') 
IT (,\-n J / A J 1_ 

for a=BB,3w,KKv, (2.29) 
and 

1 r ImKa(s') 
Ka(s)=- Ids' , for all other channels. (2.30) 

T J s'—s—ie 

Therefore, we shall assume that the form factor La(s) 
requires the same number of subtractions as does Ka(s) 
for the same channel a. 

s f ImLa(s
f) 

La(s) = fa(0)+- Ids'— - , 
T J s(s—s—ie) 

for a=BB,3T,KKw, (2.31) 
and 

1 f ImLa(s') 
La (s)=- I dsr , for all other channels. (2.32) 

IT J s'—s—ie 

These dispersion relations form the basis of a dynamical 
calculation of form factors to be studied in later sections. 

III. DISPERSION RELATION FOR THE 
DECAY AMPLITUDE 

Combination of the unitary condition (2.28) and 
dispersion relations (2.31) and (2.32) enables us to 
determine, if not uniquely, the matrix elements of <3> 
when the subtraction constants /«(0) and the decay 
constant F are given. The decay constant F is defined 
by (2.7), i.e., 

<TT- | #(0) 10>=<01 #(0) 17r+> = - CM2/ (2go)1/2]F. (2.7) 

This formula can be extended to the off-shell pion 'V* 
of mass (s)1/2 as given by 

<"*-", (-)|*(0)|0}= -\j/(2q«y*Ms)• (3-D 

A rigorous definition of F(s) can be given, with the help 
of the LSZ reduction formula,8 by 

sF(s) = i \dH e-^(D,-M2)<0| r [*(0V(s)] |0>, (3.2) 

where s=—q2. 
The unitarity condition (2.11) as applied to a="7r~" 

gives 
(2TT)4 

s ImF(s)= L ' K^(s)fa(s)cc*cab
i(q-Pa). (3.3) 

2 a 
8 H. Lehmann, K. Symanzik, and W. Zimmermann, Nuovo 

Cimento 1, 205 (1955). 
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Let us introduce a density function for the channel a by 

Pa(s) = (2TT)3 £ ' ca*caHq-Pa); (3.4) 

ina 

then Eq. (3.3) may be written in a simpler form 

s ImF(s) = TT £ ' Ka*(s)fa(s)pa(s). (3.5) 

a 

This function F(s) is related to the constant F by 

ImFfr') 
F(s) 

s-fxz r00 LmF{sr) 
= F+ / dsf , (3, 

* J (3/x)2 (s'—n2)(sf—s—ie) 

6) 

independently of whether or not F(s) requires a 
subtraction. 

In what follows F(s) is assumed to satisfy an un-
subtracted dispersion relation. 

F(s) 
1 r°° I 

= - / ds'~ 
1mF(f) 

(3.7) 
-s—te 

Then F can be expressed in terms of other parameters 
as done by Goldberger and Treiman.2 Here we shall 
closely follow Ida's derivation7 which is a generalization 
of that of Goldberger and Treiman. For this purpose we 
recall the formula 

(s-V)M*) = £ ' Ka*(s)Ka(s)Pa(s), (3.8) 

where a(s) is the Lehmann weight function for the 
pion propagator. A similar function y(s) will be 
introduced by 

(s-ix*yy(s) = r Ka*(s)La(s)Pa(s). (3.9) 

Then it is possible, with the help of the relation (2.26), 
to express ImF(s) in terms of these functions, i.e., 

• ImF(s) = T(s-ix*y[y(s)-F^a(s)^ , (3. 10) 

or 1 ImF(s) s-p* 
<Y(s)-F*(,s). (3.11) 

IT S — / T 

The unsubtracted dispersion relation (3.7) enables us 
to write down the following relation: 

F=F(fi2)= / ds y(s)~F dsa(s). (3.12) 

Solving this equation for F, we find 

F= jdsS-~^y(s)/\l+ ldsv(s)] . (3.1.3) 

This is the generalized Goldberger-Treiman relation for 

the multichannel case first derived by Ida.7 The denom­
inator is equal to the wave-function renormalization 
constant of the pion field, i.e., 

zT-i=\+i dsa(s), (3.14) 

and it is considered to be divergent in most cases. When 
it is divergent, however, the relation (3.13) is meaning­
less and an alternative form of the solution of (3.12) is 
given by 

This formula was first derived by Ida7 based on the 
N/D method, but in this paper it has been derived 
without reference to that method in order to clarify the 
subtraction properties of the dispersion relations. From 
now on throughout this paper we shall assume the 
divergence of Z^-1 so that we shall not use Eq. (3.13) 
but only the alternative form (3.15) will be used. The 
latter will be referred to as Ida's formula. 

Next the properties of Ida's formula will be studied. 
First, the denominator of (3.15) is convergent provided 
the Lehmann representation without subtraction is 
valid. Therefore, the numerator must converge, too, 
if the formula (3.15) should be meaningful. At this 
point one can immediately recognize that the two terms 
in the numerator lead to divergent results if integrated 
separately, since the second term gives rise to the same 
divergence as that in Z^-1. This implies that the two 
terms in the integrand cancel one another for large 
values of s, i.e., 

y(s)~Fa(s) 
lim = 0 , 

*(s) 
or 

F=lim-

(3.16) 

(3.17) 

This relation expresses the convergence condition for 
Ida's formula provided the difference y(s)~ F<r(s) does 
not oscillate infinite times for large values of s. The fact 
that the convergence condition (3.17) is nothing but 
the Goldberger-Treiman relation was first recognized 
by Barrett and Barton6 in the nucleon-antinucleon 
approximation, and then by Ida in the general case. In 
what follows it will be shown that the Goldberger-
Treiman relation follows from the convergence condi­
tion in typical models. 

Nucleon-Antinucleon Pair Approximation 

If only the nucleon-antinucleon pair is kept in the 
unitarity conditions (2.27) and (2.28), Knp(s) and 
Lnp(s) satisfy equations of the same form. 
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Unitarlty: lmKn§(s) = [tan5(>)] ReRnp(s), (3.18) 

ImLnp (s) = [tan5 (s) ] ReLnp ($), (3.19) 

where tan5 is the ratio of the imaginary part to the 
real part of the amplitude for elastic np scattering in 
the ^o state. 

Dispersion relations: 

Knp(s)=^G-
ft J 4iW2 is' 

ImKnp(s') 

4M2 (sf—n2)(sf—s—ie) 
, (3.20) 

s r™ ImLn§(s') 
Lnp-(s) = 2MgA+- dsf . (3.21) 

ir J 4M* s'(s'—s—ie) 

Combining unitarity with dispersion relations equations 
of the Omnes type are obtained for both Knp(s) and 
Lnp(s). If the simplest Omnes solutions are employed 
for both form factors, it is immediately concluded that 
these two functions differ only by a constant factor, i.e., 

(3.22) 
Lnp-(s) 1^ (0 )^X^(0) 2MgA 

Kn$(s)~Knp(of Knp-(n
2)~ ^G ' 

In this approximation <r(s) and y(s) are given by 

(s-fi2)2a(s)==Knp*(s)Knfi(s)pnp-($), 

(s~IJL2)2y (S) = Knp*(s)Lnp(s)pnp(s) , 

so that application of the convergence condition (3.17) 
yields 

y(s) Lnp-(0) 2MgA 
F=—-= « - . (3.23) 

<r(s) KnM ^I2G 

This is the Goldberger-Treiman relation and the 
derivation above parallels that of Goldberger-Treiman2*3 

except that the convergence condition (3.17) was used 
here instead of (3.13). It should be noticed, however, 
that when the integrals in (3.13) are divergent or very 
slowly convergent the ratio tends to (3.17). 

The Model of Gell-Mann and Others 

Gell-Mann and others9-11 proposed a model in which 
# is proportional to the pion field <p. The proportionality 
constant can be determined with reference to (2.7), i.e., 

Q=-fj?F<p. (3.24) 

From this equation we immediately find 

fa(s) = -»2F£Ka(s)/(s-v2)3, (3.25) 

La(s)=FKa(s). (3.26) 

The Goldberger-Treiman relation (3.23) is an immediate 
9 M. Gell-Mann and M. Levy, Nuovo Cimento 16, 705 (I960). 
10 J. Bernstein, M. Gell-Mann, and L. Michel, Nuovo Cimento 

16, 560 (1960). 
11 J. Bernstein, S. Fubini, M. Gell-Mann, and W. Thirring, 

Nuovo Cimento 17, 755 (I960). 

and 

consequence of (3.26). It is worthwhile to notice, 
however, that in this model the unsubtracted dispersion 
relation for F(s) or Ida's formula has not been used to 
derive the Goldberger-Treiman relation. We may con­
clude from the above illustrations that what is relevant 
in deriving the Goldberger-Treiman relation is the 
unsubtracted dispersion relations for the form factors 
fa(s), but not necessarily the assumed unsubtracted 
dispersion relation for F(s). In the nucleon-antinucleon 
pair approximation considered by Goldberger and 
Treiman, the unsubtracted dispersion relation for fn§{s) 
is a consequence of that for F(s) as seen below. In this 
approximation we have 

y(s)-Fcr(s) Lnp-(s)-FKnp-(s) 

<r(s) Knp(s) 

and the convergence condition (3.17) requires 

Lnp($)—FKnp(s) 

(3.27) 

lim 
Knp{s) 

- = 0 , 

or 
Jnp\S) 

Km = 0 . 
^Knpis) 

(3.28) 

(3.29) 

From the argument given in the first model it is easily 
seen that the ratio (3.28), before the limit is taken, is a 
constant and hence follows the relation 

or 

Ln§{s) = FKn§(s), (3.30) 

Ms) = -n2F£Knp(s)/(s-»2n. (3.31) 

Therefore, when Knp(s) requires only one subtraction 
fnp(s) satisfies an unsubtracted dispersion relation as 
postulated by other people4,5; in other words, in this 
approximation the assumption of an unsubtracted 
dispersion relation for F(s) made by Goldberger and 
Treiman already requires an unsubtracted dispersion 
relation for fnp($) assumed by others. The Goldberger-
Treiman relation is essentially a consequence of the 
latter assumption but does not necessarily require the 
stronger assumption made by Goldberger and Treiman. 
In order to clarify this point let us insert the approx­
imate formula (3.30) into Ida's formula (3.15). Then 
what we get is F=0, which is an indication that F(s) 
requires a subtraction in contradiction to the original 
assumption. This difficulty has already been pointed 
out in Refs. 1 and 6, and the necessity of a subtraction 
for F(s) was suggested. It has been shown recently by 
Ida,7 however, that this difficulty is due to the in­
adequate nucleon-antinucleon pair approximation. 

We may conclude this section by saying that what is 
relevant in deriving the Goldberger-Treiman relation is 
the unsubtracted dispersion relations for the form 
factors fa(s), and we shall explicitly assume it. 

Postulate II. The form factors fa(s) satisfy unsubtrac­
ted dispersion relations in all channels. 
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7r or K 
k/wwwvwwwvw\| 

FIG. 1. The Feynman diagram express­
ing the final-state interaction via exchange 
of a 7r or K meson. 

B1 

IV. DYNAMICAL THEORY OF FORM FACTORS 

In this and following sections a dynamical calculation 
of the weak form factors fa(s) will be carried out based 
on the assumed unsubtracted dispersion relations. In 
order to perform such a calculation, however, we have 
to know the T matrix for strong interactions that enters 
the unitarity condition. In this paper the perturbation-
theoretical expression of T will be employed as an 
illustration, and only contributions from diagrams in 
Figs. 1 and 2 will be considered. 

Furthermore, we shall assume that strong interac­
tions are invariant under R conjugation defined by 

(!)<)• O(i-). (4.1) 

s- - 2 , A—» A , 7T—> —7T. 

This definition is different from the conventional one,12 

but as far as charge independent interactions are 
concerned they are essentially equivalent. This approx­
imate invariance is not necessarily favorable in compar­
ison with experiment, but it will be assumed for two 
reasons: (1) to reduce the number of independent 
coupling constants, and (2) to study the connection of 
symmetry principles between strong and weak interac­
tions. Then, discarding the four-boson interactions the 
interaction Hamiltonian densities for the 7r- and K-
couplings are given, respectively, by 

+&WS75A+A75S) .« , (4.2) 
and 

Hv=iGMKl^+vbP'K0+2°ys(p-K---n-K0) 
+v22-T5^^--v5S+75S°-X+ 

+ 2 ( > 7 B ( S - . J R : + + S 0 - ^ ) + V 2 2 - 7 5 S - ^ 0 ] 

+A075(S--i^+-S0-Z0)]+Herm. conj. (4.3) 

In what follows we keep only the baryon-antibaryon 
channels and the only Feynman diagrams contributing 

FIG. 2. The Feynman diagram express­
ing successive annihilation and creation 
of baryon-antibaryon pairs. 

to T are given in Figs. 1 and 2. In incorporating the 
requirement of postulate II into the calculation it is 
convenient to consider the combinations 

Da(s) = La(s)-FKa(s). (4.4) 

Then postulate II requires the above expressions to 
obey unsubtracted dispersion relations. First, the 
unitarity condition for Da(s) will be derived. 

The T matrix normalized by (2.12) is given in the 
lowest order approximation by 

(B,B\T\B',B') 

={B,B\P\B',B') 

1 
=Aa 

1 

•w {p)iytfi (p') v (p')iys,v (p) 

-Ba -ii(p)iyiv(p)v(j)')iy&u(p'), (4.5) 
(p+py+H* 

where A and B are constant matrices connecting various 
channels. The K couplings are omitted in the above 
formula but their contributions will be included later. 
The subscripts a and a' run over the following four 
baryon-antibaryon channels: 

np, A°S-, 2-5°, S-2°. 

The matrices A and B are given by 

[ - G W 0 0 
0 GW 

GW 0 
0 0 

A = 

and 

0 
0 
0 

0 
0 
0 

(4.6) 

(4.7) 

Bap—GaGp, 

respectively. The constants Ga are given by 

Gnp=V^GWTT , GAS = G s A = G SAT , 

GSS=—VlG^iVTr. 

The unitarity condition for Da(s) reads 

(4.8) 

(4.9) 

Xiys-

(2ir)4 fffitf rfflp\ 

2p0'J 2po 

—ip'y—M 

1 —ip'y+M (2a-)* r d'p' rd'p' r 1 
u(p)iy,v(p)ImDa(s)=- — / — / —Hp+p-p' -p ' )D^s) \ Aar u(p)iy6 

2 J 2p0' J 2p0' L (p-p'y+n* 2p0' 

2po' 
-iyiv(p)-Balr 

1 

(p+P'y+»* 
H(p)iyiv(p) Trl iy, 

( ' 

—ip'y—M _ —ip'y+M\~] 

2po' 
-*7ir 

2Po' ' } 
, (4.10) 

12 S. Okubo and R. E. Marshak, Nuovo Cimento 26, 56 (1963). 
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where we have set all baryon masses equal to M. Since 
the T matrix has been evaluated in the lowest order, it 
is more reasonable to replace Dp(s) by ReD^s) than 
to keep this form. Introducing a transformation of 
variables of integration 

A=(p-p)/2, A'=(p'-p')/2, 
(4.H) 

we can write 

d^p+p-p'-p')-
r <Pp' r d3p' 

J 2p0'J 2po' 

= /VA'S[7-+A'J +M2\U A'J +Mi\ • •. 
(4.12) 

Then making use of the formulas 

u(p)(ipy+M)= (-ipy+M)v(p)=0, 

p'=(P/2)+A', p=(P/2)+A, (4.13) 

p ' = ( P / 2 ) - A ' , p={P/2)-A, 
we get 

u(p)iyz(—ip'y+M)iyf>(--ip'y~-M)iyf>v(p) 
= (A-A'yu(p)iybv(fi), 

and 

Trpy5(—ip'y—M)iy$(—ip'y+M)~] 
= -2P 2 =2* . (4.14) 

Inserting these results into (4.10) we get the unitarity 
condition. Here the final result will be written down 
including the contributions arising from the iT-meson 
exchange. 

ImDa(s) = ) Z R e ^ ( s ) 
I6w\ s / fi 

X A J 1 ln( ) 
L V s-4M2 \ M2 / / 

+CaA 1 ln( ) ) 
V s-4M2 \ HK2 / / 

+2Bar^—"\, (4.15) 
S-fi2J 

where Cap is given by 

C=^J2G^NKGKNK 

0 1 1 0 
1 0 0 - 1 
1 0 0 - 1 
0 - 1 - 1 0 

. (4.16) 

In solving the equation for Da(s) we have to know the 
boundary condition at s=0, which is given by 

Da(0) = L«(0)-FKa(0)~fa(0)-FGa 
= 2Mga-FGa. (4.17) 

The constants ga express the boundary values of the 
axial-vector parts. 

First, let us suppose that no solution exists for the 
unsubtracted dispersion relations for Da(s); then the 
only possibility is given by 

Z>«(*)=0, (4.18) 

or, by the definition (4.4) we get 

La(s)-FKa(s)=0. (4.19) 

In terms of the field operators this relation is expressed 
by 

^=-^F<p. (4.20) 

This is exactly the model proposed by Gell-Mann and 
others discussed in the previous section. This does not 
necessarily mean, however, that the absence of the 
solution of the unsubtracted dispersion relations for 
Da(s) always leads to this model, but for this model to 
be valid a further restrictive condition must be satisfied, 
i.e., the equation 

dxAx=-»*F<p (4.21) 

must be integrable to give a local axial-vector operator 
t̂x for the given source term. Gell-Mann and others 

looked for models, within the framework of Lagrangian 
theory, in which Eq. (4.21) is integrable. In this paper 
we shall look for solutions in which Da(s) do not 
identically vanish. 

Equation (4.17) involves axial-vector coupling con­
stants gay and in order to discuss determination of them 
we shall introduce new form factors aa and ba by 

(np, (-)\Ax(0)\0)=u(n)tanp(s)iy\ys 
+M*)W-p)x75>(p) , (4.22) 

and similar relations for other channels. Then the form 
factors fa(s) are expressed in terms of aa(s) and ba(s) by 

fa(s)=2MOa(s) + Sba(s), (4.23) 

*«=««(0). (4.24) 
and 

Therefore, determination of ga requires the solution of 
the equations for aa(s). The unitarity condition for 
aa(s) can be written down when the scattering ampli­
tudes for the baryon-antibaryon system in the ZP\ state 
are known. In the present approximation we get 

1 / s -4M 2 \ 1 / 2 T / V 1/ V \ 2 /* -4M 2 +M 2 \ \ 
Imaa(j) = ( ) E Rea*(*) AaA 1 + - ( ) ln( ) ) 

32A s / fi L V s-ix2 2\s-4M2/ \ M2 / / 
/ 2fxK

2 1/ 2M*2 \ 2
 /s-4M2+nK

2\\-\ 
+Cjl +-( ) ln( ) ) . (4.25) 

V S-VK2 2\s-m2/ \ fXK
2 til 
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The vacuum polarization correction proportional to B 
in Eq. (4.15) does not occur in the above equation due 
to conservation of angular momentum in the inter­
mediate states. In deriving the above relation, use 
has been made of the formulas 

u(p)iyf>(—ipfy+M)iy\yz(--ip,y"--M)iy$v(p) 
= [ ( A - A02aXM-2(A- A 'MA- A') J*(*)*7nW(p). 

The solution of the equation for aa(s) will enable us to 
determine the constants ga that are needed in Eq. 
(4.17) provided form factors aa(s) obey unsubtracted 
dispersion relations. 

In all the existing theories, the form factors aa(s) are 
assumed to satisfy once-subtracted dispersion relations 
so that the constants ga are arbitrary, but in this paper 
a further assumption is made that they also satisfy 
unsubtracted dispersion relations in accordance with 
our basic ideas mentioned in Sec. I. This assumption 
will be formulated in a more general form by extending 
postulate II. 

Postulate Ila. All the form factors in weak interac­
tions satisfy unsubtracted dispersion relations. 

The standard method to solve coupled integral 
equations of the Omnes-Muskhelishvili type is to 
exploit the N/D method,13""15 but in what follows we 
shall solve only approximate equations by a simpler 
method. I t is worthwhile to notice in reducing the 
equations that all the kernels are invariant under R 
conjugation and hence commute with the following 
matrix R: 

R= 

0 
0 
0 
1 

0 
- 1 

0 
0 

0 
0 

- 1 
0 

1 
0 
0 
0 

(4.26) 

Furthermore, strong interactions are invariant under 
G conjugation so that the kernels commute with the 
following matrix G: 

G= 

1 
0 
0 
0 

0 
0 

- 1 
0 

0 
- 1 

0 
0 

0 
0 
0 

- 1 

(4.27) 

Presence of such quantum numbers simplifies the treat­
ment of the problem. In Eq. (4.17) there is a term 
proportional to Ga which is given by 

C « 
^GwNv 

GsAr 
GsAir 

(4.28) 

It is. clear that this vector is a simultaneous eigenvector 
of R and G. 

13 J. D. Bjorken, Phys. Rev. Letters 4, 473 (1960). 
14 J. D. Bjorken and M. Nauenberg, Phys. Rev. 121, 1250 

(1961). 
15 S. W. MacDowell, Phys. Rev. Letters 6, 385 (1961). 

*«?«)=- (G a ) , G(Ga)=-(Ga), (4.29) 

where the parentheses denote a vector. Therefore, we 
know that the vectors ga and D«(0) should have non-
vanishing components, odd under both R and G. In 
general, both vectors are linear combinations of vectors 
of different transformation properties, and components 
of different transformation properties satisfy uncoupled 
sets of equations. In what follows we shall pick up 
only those components of ga and Da(0) that are odd 
under both R and G conjugations.16 This is an additional 
assumption which we make in the present approxima­
tion, but if more channels, such as the three-pion 
channel, are introduced to improve the approximation, 
solutions with wrong transformation properties can be 
eliminated by a mechanism to be discussed later, so 
that this assumption becomes unnecessary. This 
postulate is not an essential one but it is introduced to 
reproduce the results of a more elaborate approximation. 

V. APPROXIMATE SOLUTION 

The equations for Da(s) and aa(s) given in the 
previous section are very approximate in nature, so 
that they serve only to illustrate the general prescrip­
tion. In order to simplify the equations a further 
approximation is introduced by setting the masses of 
both the ir and K mesons equal to zero; then Eqs. (4.15) 
and (4.25) reduce to 

ImDa(s) = ( -
32TT\ 

and 

1 /s-4M\W 

) 
£ ReD0(s) 

X[2i*«H-2C«,+4B«,;], (5.1) 

1 /*-41fY / 2 

Tmaa(s)= ( ) 
32A s / 

]T Re%(s) 

X[>i«/rKVL (5.2) 

respectively. First we shall find the eigenvectors of the 
matrices occurring in the above brackets. In accordance 
with the assumption made at the end of the preceding 
section we shall pick up only those vectors satisfying 
the equations 

There are two linearly independent eigenvectors 
satisfying Eq. (5.3), and they are given by 

« i -

These two vectors span a two-dimensional vector 
16 M. Kawaguchi and K. Nishijima, Phys. Rev. 108,905 (1957). 

These authors considered axial-vector interactions even under R 
conjugation to account for the absence of the then unobserved 
w—e mode of decay. 

r il 
0 
0 

1-iJ 

, e 2 = 

roi 
1 
1 

Loj 
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space, and projection of the matrices A, B, and C into tions requires that only those eigenvectors belonging to 
this reduced space gives the following representations: positive eigenvalues are the accessible solutions. Call 

the positive eigenvalues of (5.7) and (5.8), Xi and X3, 
respectively; then the s dependence of the solutions is 
given by 

rs r™ ds' 
Z>«(s)ccexp- / —— 

\-T J W*S \S -

/ -Gx 2 0 \ 

A 0 Gf)' 

n 
H 

( iGt1 2v2GiG2> 

lyfldGi 2G2
2 

0 2V2G3G4 

2y/2Gfit 

2GzGA\ 

0 ) ' 

(5.5) 

where 

GI=GNN*, G2=GSA.X, Gs=GsifK, Gi=GkNK. (5.6) 

Therefore, in this two-dimensional reduced vector space 
we get 

-A-C-2B 

/ -1GJ -2v2(2GjG2+G3G4)\ 
_ \ -2v2(2GiG 

(5.7) 
and 

/ Gi2 -2V2G3GA 
-A-CM 

' ) • 

-2v2G3G4 

(5.8) 

a«(i)ocexp 

(s'—s—ie) 

Xtan-1 

ds' 

/Xi /V-4J l fV 2 \ - | 

(d—) )]•(M» 

V-\ — 
LIT J w* s1'(s' 

(s'—s—ie) 

x3 / / - 4 i y r v / 2 \ l 
Xtan-̂ I—[ —j j j , (5. \32A 

10) 

The eigenvectors of these matrices should satisfy 
decoupled Omnes equations, and the absence of subtrac- with 

respectively. The subscripts 1 and 3 to X stand for the 
^o and 3Pi of the baryon-antibaryon system. The 
positive eigenvalues and the corresponding eigenvectors 
are given by 

+ ((7G^-5G22y+32(2G1G2+G,G4yy^, 
X3= KGi2~Gi+ ((G1

2+G2
2)2+32G3

2G4
2)1/2], 

Da(0)=(2MgA-^2FG1)(e1+c1e2)a, 

Ci= 

7G1
2-5G2

2+[(7G1
2-SG22)2+32(2GiG2+G3G4)2]1/2 

4vf(2G1G2+G3G4) 

and 

with 

cz=~ 

ga = aa (0) = g A (ei+ c%e2)a, 

Gi2+G2
2- [(Gi2+G2

2)2+32G3
2G4]

1/2 

4v2G3G4 

(5.11) 

It should be mentioned, however, that the eigenvalue 
X] is positive only when 

G,G4 I /35V'2 

2 > ( 
G1G2 •© (5.12) 

This restriction arises from the fact that the vacuum-
polarization contribution in (5.7) expressed by the 
matrix B gives a strong repulsion and in order to over­
come this repulsion the nondiagonal matrix elements 
have to play an important role in providing a strong 
attraction. In fact, in the nucleon-antinucleon approx­
imation considered by Federbush, Goldberger, and 
Treiman,17 there is no positive eigenvalue. 

17 P. Federbush, M. L. Goldberger, and S. B. Treiman, Phys. 
Rev. 112, 642 (1958), see Appendix B. 

Next, the above results will be combined with 

Da(0)**2Mg«-FGa (4.17) 

G«=(GierfG2e2)a. (5.13) 
and 

Since three two-dimensional vectors Da(0), ga, and Ga 

are linearly dependent, we can determine the constant 
F in terms of other parameters. 

G2—V2Gic3 
2MgA-^FGt= F. (5.14) 

cz—ci 

It is extremely important that due to jR-conjugation 
invariance all three vectors above become essentially 
two dimensional and only one constant F is determined. 
Should the R invariance be invalid, we would in general 
get more restrictions on the choice of parameters. This 
is one of the reasons we dropped solutions even under R 
conjugation. I t is clear now that the so-called Gold-
berger-Treiman relation holds when and only when the 
right-hand side of Eq. (5.14) is very small as compared 
with vlFGi. 
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What is remarkable here is the fact that we can get 
another equation to determine F in terms of other 
parameters with the help of Ida's formula (3.15). The 
results obtained in this section are based essentially on 
the convergence condition that is independent of Ida's 
formula. 

Finally, it should be mentioned that unsubtracted 
dispersion relations are more easily satisfied by the 
axial-vector form factors aa(s) than by the pseudoscalar 
from factors Da(s) as seen from the presence of a 
restriction (5.12) for the latter, which is a justification 
of postulate Ha introduced in this paper. 

VI. APPLICATION OF IDA'S FORMULA 

In order to apply the unsubtracted dispersion relation 
for F(s) to the solution obtained in the preceding section 
we shall exploit Ida's formula (3.15). For this purpose 
the following expressions will be evaluated first: 

1 [ s ( s -4M 2 ) "F 2 

* ( * ) = — — : — r — EMCWIV (6.1) 
and 

y(s)~Fa(s)-

8TT2 ( S - V ) 2 

1 [s(s-4cM2)2m 

8TT2 
T,K«*(s)Da(s). (6.2) 

The vector Ka(s) has two components, one parallel to 
Da(s) and the other orthogonal to Da(s). The component 
orthogonal to Da(s) is an increasing function of s, and 
the parallel component being proportional to Da(s) is a 
decreasing function of s. In the expression (6.2) only 
the decreasing component of Ka(s) contributes to the 
scalar product with Da(s). Inserting the solution for 
Da(s) into (6.2), we get 

y(s)-Fa(s) 

1 [ ^ - W 2 ) ] 1 / 2 

-(2MgA~y/2FGJ (Sld+cid) 
4TT2 

Xexp 

(* -M2 )2 

r2s r dsf 

U J 7(7 W-s) 

x t a r ' ( i—) )J-(63) 

In evaluating the denominator in Ida's formula we 
shall use perturbation theory to show that the second 
term in the denominator is small as compared with 
unity. 

1+ / —<r(s)ds 
J 4M2 S 

J 4 

M2 1 [5(5-4ilf2)]1 '2 

ds — £ GJ 
tM2 S Sir2 (s—M2)2 a 

6w\M/ « 

G 2 

4x 

»1. (6.4) 

Thus the Ida formula is given by 

F^(^G1+c1G2) 

r2s 
Xexp 

1 /•«• 1 / , 
- / ds-l 

Is r<° ds' 

v J w*s'(s'—s) 

• 5 - 4 M V ' 2 

/ Xi./s 

tan-1! ( -
V16A 

-4M! 

)"*)] 
X(2MgA-^FGi). (6.5) 

Since the Goldberger-Treiman relation requires 

XI/16TK<1 (6.6) 

as we shall see soon, it will be assumed to further 
approximate (6.5). With the assumption (6.6), the 
integral in (6.5) is simplified and is given by 

'(s'-s) 

1 rK ds/s-AM^1'2 r2s r™ ds' 

T^JiM'SX S / L x JiM*s'(s' — 

/ X i /5 , -4i l4" 2 \ 1 ' 2 \ - i 2 xaa-\T±in )n-(67) 

Then Eq. (6.5) reduces to 

2MgA-VlFGi= 
2(\^Gi+ciG2) 

(6.8) 

The Goldberger-Treiman relation is obtained from (6.8) 
by dropping the right-hand side, which is consistent 
with (6.6). I t is interesting to compare (6.8) with 
(5.14) since combination of them gives 

Xi 

2(vlG1+ciG2) 

G2-v2c3Gi 

cs—ci 

(6.9) 

All the parameters involved in this equation are 
expressible in terms of strong coupling constants, so 
that Eq. (6.9) expresses an eigenvalue restriction 
imposed on the choice of the fundamental parameters in 
strong interactions. Remarkable results here are that 
the weak interactions are completely determined, 
except for the over-all normalization, by strong inter­
actions and that the presence of weak interactions 
alone imposes eigenvalue restrictions on the strong-
interaction parameters. In other words, strong and weak 
interactions are controlled by each other and their 
structure cannot be discussed separately. 

I t is a very interesting problem to solve the eigenvalue 
equation to determine one coupling constant assuming 
others, but we shall not try to do it in the present paper 
since the solution of the eigenvalue problem is extremely 
sensitive to the approximation employed. First, in 
deriving the eigenvalue equation, low-energy behavior 
of the solution of the integral equation is important, but 
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the approximation employed in Sec. V is good only at 
high energies since those terms in Eqs. (4.15) and (4.25) 
neglected in writing down Eqs. (5.1) and (5.2) give 
important contributions at low energies. Second, the 
contributions from vector mesons have been completely 
neglected in this paper. If the vector mesons should be 
responsible, at least partly, for the hard core in nuclear 
forces, their contributions at high energies should not be 
overlooked. In order to illustrate the effects of vector 
mesons on the present problem, let us consider the 
contributions of the o> meson. Assuming that the oo 
meson is odd under R conjugation, we shall write down 
the following interaction of the co meson with baryons: 

# w = iGmraffiyiN—SrYiffl&k, (6.10) 

then this interaction modifies the bracket in Eq. (4.15) 
by an additional term 

fl 
—2GK 

1 

- 2 M 2 /s-4MH-McA 

-44f2 \ fij ) ' 

(6.H) 

and it also changes the bracket in Eq. (4.25) by 

fl 

*JW» 
0 

0 
1 

1 

s-4M2 

x|~-H-(. s-2M*+nJ-
s-4M* ) 

**\-u-)\-<612) 

These terms dominate other terms in the brackets at 
high energies, at least, in the present approximation. 
Of course, one should be reminded of the possible 
damping of these terms at high energies due to vertex 
corrections. At any rate it is extremely hard to derive 
a reliable eigenvalue equation which we can work with. 

VII. NATURE OF THE EIGENVALUE PROBLEM 

One of the most important achievements attained in 
this paper is the derivation of the eigenvalue restriction. 
It has been known for some time,18 however, that the 
assumption of unsubtracted dispersion relations alone 
is not sufficient to get this restriction so that one has to 

18 M. Baker and F. Zachariasen, Phys. Rev. 119, 438 (1960). 

find a reason, case by case, why the eigenvalue restric­
tion is obtained. Therefore, we shall recapitulate the 
arguments leading to the eigenvalue restriction in the 
two already discussed cases of nonleptonic decays of 
hyperons and of w—p decay. 

In the former case we dealt with vertex functions 
corresponding to 

Y->N+TT, (7.1) 

There are different ways, however, to define form 
factors according to the choice of the particle to be put 
off the mass shell. In the integral equations different 
types of form factors are coupled through unitarity and 
as far as the integral equations are concerned these 
vertex functions appear as completely independent 
objects. The eigenvalue restriction arises from the fact 
that different types of form factors must be equal when 
all the three particles are on the mass shell. 

In the w—fx decay problem the eigenvalue restriction 
arises for a different reason. An important point is that 
the axial vector operator A\ is not irreducible but has a 
pseudoscalar component d\A \ so that we get Eq. 
(4.17). The ratio of the components of Da(0) is deter­
mined by the strong final-state interaction of the 
baryon-antibaryon system in the xSo state, whereas 
that of ga is determined by the interaction in the ZP\ 
state. Thus Eq. (4.17) renders determination of the 
constant F in terms of other parameters, and the 
assumed unsubtracted dispersion relation for F(s) gives 
another expression of F in terms of the other parameters. 
Then a consistency requirement is given, in the form 
of an eigenvalue equation, that the two expressions for 
F be identical. 

There are a few further remarks deserving emphasis. 
The restriction brought about by Eq. (4.17) is really a 
very strong one, but in the approximation employed in 
this paper we could easily adjust the parameters so as 
to satisfy Eq. (4.17). This is because both Da(0) and 
ga can be formed by superposing two vectors ex and e2, 
but in general more independent vectors might be 
needed to express D«(0), ga, and Ga, if the R invariance 
were not valid. This means that the restriction of the 
theory by Eq. (4.17) is so strong that more than one 
constant can be determined after all. The restriction 
other than the eigenvalue condition (6.9) did not 
appear explicitly in the present approximation since 
the other condition is automatically satisfied by the 
assumed R invariance for strong interactions. This 
suggests that the existence of the solution of the problem 
of weak interactions requires some symmetry higher 
than charge independence in one form or the other. 
From the discussion above, it is clear that the situation 
is completely different for conserved vector and 
pseudoscalar couplings. For the former, the scalar part 
is absent so that the final-state interactions are relevant 
only in the / = 1 states, while for the latter only / = 0 
is relevant. In either case only one value of the angular 
momentum enters the final-state interactions. 
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Pseudoscalar Coupling 

It has been pointed out already by Ida that an 
unsubtracted dispersion relation for F(s) is unlikely 
for the pseudoscalar Fermi interaction. Because of the 
importance of this question his argument will be 
repeated here. 

Let us start from the following effective Hamiltonian 
or the 5 matrix: 

^P==i# ,^(l-~75)^+Herm. conj. (7.2) 

Then introduce 

( T - | $ ' ( 0 ) | 0 ) = - -m,JF= 
(2g„)1/2 (2g0)i/»-

<a(-)|* ,(0)|0>=6J.'(*), 

•M2F', (7.3) 

(7.4) 

and other formulas corresponding to the axial-vector 
case, in particular, the formula 

<'V-"(-) |$'(0)|0>=-
(2<?o) 

-F'(s). (7.5) 
1/2 

Ida's formula in this case is given by 

f&[(^M2)/M2]CVW"FV(.)] 

F'= . (7,6) 

/ ds<r( 1+ / dsa(s 

In this formula the second term in the numerator is as 
divergent as the pion self-energy and it is very unlikely 
that this divergence is cancelled by the first term. 
Therefore, it seems reasonable to assume that the func­
tion F'(s) requires at least one subtraction. Further­
more, we do not get any eigenvalue restriction in the 
same approximation as we employed in the axial-
vector case. The presence of the pseudoscalar coupling 
thus contradicts our basic assumption that all the weak 
amplitudes are governed by unsubtracted dispersion 
relations. 
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